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ABSTRACT

The purpose of this paper is to recognize Bottlekrigiagnosis in Regional Economic System. This ppmsents a new
self-organizing data mining method applied to Betteck Diagnosis in Regional Economic System. &gigtrshows that
the new method is more effective in diagnosis compaith GMDH method. Its algorithm is relativelyngle. It relies on
the expert’s destination of the inputs and outgids lots of data instead of the models. The comtpsar results between
new method and the GMDH method show that the acguwhthis new method is similar as GMDH methodyédwer the
additional precondition can be found. This is therpinent characteristic of the new method. Thus,application in

diagnosis in the fields of Management Science i® @mising.
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INTRODUCTION

Data mining technology has received great atterttipmxperts at home and abroad in recent yeargubedt can mine
and learn valuable and implicit knowledge from méanumber of data. It also has been widely used in the field of faul

diagnosid?.

GMDH-Type Neural Networks is an algorithm first pased by Kondo, a Japanese scholar. This algotiidn
been widely used in economic management and segsgm prediction because it can objectively detegrthe hierarchy

and the number of hidden layers in the neural netwaad avoid the subjectivity of data partitioningGMDHE!.

The core idea of GMDH-Type Neural Networks is teritify the non-linear system model by continuoussfting
the combined model through the external criterizcifgacy criteria or compatibility criteria) of theeural network and
GMDH algorithm!. If this idea is applied to the diagnosis of thetleneck in the regional economic system, thedasi
law of the relationship between the most directleoéck of regional economic development and theeot situation of
regional economy can be discovered. However, & théthod is used without improvement, the relatignsbtained is a
deterministic causal relationship, and the infororatused is deterministic information, which is esftfar from the

diagnostic facts of regional economic bottlenecks.improve this situation, we can adopt the metbédNF-GMDH
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network, which integrates GMDH network with fuzoglc, so that GMDH network can use not only dafarimation, but
also language information. Each layer of neurondliRGMDH is a fuzzy model. But after the input cdch layer is
determined, the condition part of the rule is deieed. The parameters of the fuzzy model are egtinay HPM (Hybrid
Projection Method) method, which neurons are rethiand deleted by using external criteria, and ahgut of the
selected neurons constitutes the output of thernirediate neurofs”. When the test data criteria of each layer* ae
longer reduced, the optimal fuzzy model is obtaingte method of NF-GMDH solves the problems of &oting fuzzy
rules and utilizing linguistic information, butdbes not solve the problem of testing rules, s®iinpossible to mine other

data and complete the diagnosis progess

Because the diagnosis of regional economic bottlefiecuses on the diagnosis of management probléras,
fact in the diagnosis process is the uncertaintywhaedge that people can not fully understand. TiReGMDH method
can not effectively solve the above problems. Wippse a new algorithm: Fuzzy GMDH-Type method. Théthod can
not only make full use of all kinds of informati@btained in the diagnosis process, but also enharebility of the

method to extract uncertainty rules.
Difference between Fuzzy GMDH-Type Method and GMDHMethod

Fuzzy GMDH-Type method firstly fuzzifies the dattracts the fuzzy rules, and then tests the mgethe rules for the
diagnosis of regional economic bottlenecks thronghral network. Fuzzy GMDH-Type method can extthetuncertain
fuzzy rules. The concrete steps include: dividing original data into training set and test see Thining set is used to
estimate the weights of the neural network, andtéisé data is used to define the membership fumaial organize the
structure of the neural network. After traininge tharameters of the fuzzy model are obtained bygukiPM method.
According to the Balance of Variable Criteria, tteserved neurons are determined as the outputeofntermediate
neurons. When the criterion value is no longer ceduthe fuzzy model can be obtained. In the tngisiet, n fuzzy rules

can be created for regional economic bottlenecks;wcan be used for reasoning.

In contrast, GMDH algorithm needs to construct GMBput and output model fitst'4. In self-organizing data
mining, prior knowledge can be directly used t@seteference functions and external criteria. Gahe self-organizing
data mining uses general K-G polynomials as refardunctions. However, when possessing prior kndgéeof the
system (domain expert knowledge), it can be diyeaded to construct specific reference functiorfiecéng system
knowledge. According to the author's previous reseaGMDH method has interaction among variableth@éapplication

of regional economic bottleneck diagnosis systéerdfore, the model structure is as follows:

y=2a,+ f,0¢) + f,(%;, %) (L
Application of Fuzzy GMDH-TYPE Method in Regional Economic Diagnosis

Based on the regional economic data of China ir820@ bottleneck model of regional economy waaldisthed by using
GMDH method. The variables related to regional ttgwment bottlenecks were selected through softwiaee

KnowledgeMiner.

L ROC (receiver operation charachateristic) refethéooperating characteristic curve of the subjehtch can give consideration to
both sensitivity and specificity to evaluate conty@esively the recognition performance of the cfagsiAs a quantitative index, the
area under ROC curve can directly and effectivelp beloptimize classification thresholds and comphesperformance of different
classifiers.
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The input variables are:

X1 - llliteracy Rate X2 - Transaction Volume X3 Trechnology Market - Number of Telephone Users Xthat
End of the Year - Number of Internet Users

X5-Railway Operation Mileage X6-Ratio of Grade Highy X7-Highway Mileage X8-Total Import and Export
X9-Total Retail of Social Commodities X10-Governmétanagement Ability X11-Relation between Governmand
Enterprise X12-Regional Openness

The input dependent variable is:
Y-Regional Competitiveness

Our reasoning method is that the coefficient ofiratependent variable is the largest, which shows tie independent

variable is the bottleneck of the development @&f tbgion. By using Knowledge Miner software to scréhe data, the
optimal model is obtained.

Y =00166218,, + 00185553, + 0.0716154 (2)
Z,, =-173994X, - 0061741, + 0.713224 (3)
Z,, =0.00028629% . — 0.0000144063, +0.152434 (4)

Among them, the sum of squares of prediction efR&SS) is 0.7352, the average absolute percentagei®
17.56%, the approximate heteroscedasticity is GL648d the determination coefficient is () 0.35FBe output variable is
X13 (i.e. regional competitiveness). Relevant inmatriables are X1 (illiteracy rate), X11 (governmenterprise
relationship), X5 (railway operating mileage) and oad mileage). Their ability to eliminate mo@etors is 33%, 28%,

17% and 22%, respectively. The three optimal modEMDH algorithm mining are illustrated as follew
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Figure 1: Model 1 Obtained by GMDH Algorithm.
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Figure 2: Model 2 Obtained by GMDH Algorithm.
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Figure 3: Model 3 Obtained by GMDH Algorithm.
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Figure 4: Roc of GMDH Algorithm.
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Figure 5: Model Scatter Plot of GMDH Algorithm.

From the model data and Fig. 1-3, it can be folwad the model obtained by this algorithm can bécbllg used
for further rule extraction. The rule is that iethumber of railway mileage (high) is low, the @il competitiveness will

be high (low). It shows that the railway mileage203 is a major bottleneck of regional competitizss.

Then the data from 2001 to 2005 are tested byiaaliiheural network. All data samples that caniriierpreted
by the above rules are deleted from the whole slettaThe deleted data set is used as trainingsdatgle set to construct
a diagnostic neural network model. Several diagnaabdels can be constructed by repeatedly minatg of different
years based on the above methods. After the catistnuof the diagnosis model is completed, the dataformed from
1995 to 2005 is tested. When the error of diagnasssits is less, than a certain threshold valve,data samples are
deleted from the data set, which indicates thatféludt information hidden in the deleted large amioaf data can be
expressed by the diagnosis model, while a smalluainof data that has not been deleted can be sioitbe data set after
the noise is removed by the user interaction tesase base. This case knowledge expresses speitiaheck knowledge
which is different from general diagnostic knowledmodel. Binary tree organization should be caraatiaccording to

its abnormal characteristics in order to facilitetese retrieval for case-based bottleneck diagnosis

In further work, the data processing function ofokibedgeMiner can be used to fuzzify the data. Ugimg
command of creating a fuzzy input-output model, fiilwing rules can be obtained after data proiogss 2003. If the
illiteracy rate is not high or low, the railway tigportation mileage is high (low), the regional peatitiveness is high
(low). The total absolute error of the rule is 1.#@e average absolute error is 6.18%, and the oappate

heteroscedasticity is 13.1815. The specific modardm is shown in Figure 7-9.
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Figure 7: Optimal Model 1 Obtained by GMDH
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Figure 8: Optimal Model 2 Obtained by Fuzzy GMDH
Algorithm.
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Figure 9: Optimal Model 3 Obtained by Fuzzy GMDH
Algorithm.

Similarly, artificial neural network is used to teke data from 2001 to 2005, and several diagnostidels are

constructed. The other steps are the same.
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CONCLUSIONS

In this paper, a new self-organizing data miningoathm, Fuzzy GMDH-Type method, is proposed andcsasfully

applied to the diagnosis of regional economic bo#tks. This method solves the problem of idemiifyregional

economic bottlenecks. By comparing with the cladsieMDH algorithm, it is found that the recognitiancuracy of this

method is high and new preconditions are added.

This study provides a basic operation scheme ferdiagnosis of regional economic bottlenecks. Baiseme

will combine the subsequent work with the reversaspning model to form a set of diagnostic prooesidor the

diagnosis of regional economic bottlenecks, thugnta a relatively solid foundation for the scieittifevaluation,

monitoring and diagnosis of regional economy.
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APPENDIX

Regional Economic Development of 26 Provinces (Mipailities) randomly selected in 2003

. . . , | kaifang | ..

wenmangrk | jishusecje | dianhuayhs ]‘:uj"::: tieluyyle | dengjigl | gulule jinchuke nlas::ﬂ Zil:;loglfu %:::ﬁ‘qil chellllgg J]:;g;l]il
anku 0.13655 87960 0979 1835 22197 63374 69560 504781 13312 0.13 0.01 3.80 0.082
shanxi 0.119093 168022 6719 1488 28923 44422 50019 278262 8532 0.08 13.16 439 0085
chongging 0083985 555083 3334 176.6 7182 22562 31407 259476 8355 02 413 635 0.074
gansu 0.203303 77381 3908 1224 23125 30047 40293 132714 4746 016 163 354 0.076
guangxi 0.08833 41808 6383 2286 2738 45284 38451 318673 2577 013 5336 3.76 0.142
guizhou 0.196827 17802 3324 231 19001 32332 435304 08433 4588 -0.26 182 383 0067
neimenggu 0.136711 108432 4227 749 6202.6 63157 74135 282902 716.8 -0.003 5.1% 4.64 0.092
ningxia 0175595 10047 1003 333 7914 11770 11916 65323 1208 013 596 361 0068
ginghai 0234696 8291 T6.4 195 10918 21568 24377 33014 1027 0.03 929 3.73 0046
sichuan 0.117342 128686 11282 4243 29618 75290 112343 563429 20011 0.13 308 6.03 0.069
xizang 03548521 0 274 26 0 9107 41302 13086 383 037 13 203 0.061
xinjiang 0069403 120393 412 117.8 27733 64029 83633 476986 4218 0.19 6.46 412 0.061
yunnan 0214985 228718 4832 166.4 23403 109300 | 166133 266913 7815 0.12 305 4.88 0.024
beijing 0046094 2633574 6837 398 113611 14139 144353 68350017 | 1916.7 038 8 7.54 0095
fujian 0.135511 166779 11227 3182 14539 421222 34876 3532553 | 17404 0.07 966 367 0062
guangdong 0075469 805730 2567 0502 21125 99733 110233 | 2.84E+07 | 3606 0.1% 13.62 0.74 0054
hainan 0091103 11978 1628 307 2217 11894 20877 227492 1916 0.06 15.78 6.07 0051
hebel 0073525 67969 1339 289.1 4744 55682 63391 807825 21779 0.13 7.26 637 0.05
jiangsu 0.144561 765163 20439 6109 1393 6 56300 63365 1.14E+H07 | 3366.5 038 1131 313 0.08
shandong 10981 525682 20888 626.6 31503 76170 T6266 4463682 | 39363 -0.02 33 71 0044
shanghai 0.058787 1427790 7339 4316 2565 6322 6484 1.12E+07 | 22206 031 14 354 0.072
tianjin 0063624 420008 360.1 1446 6663 0001 10168 2034244 | 9223 0.12 571 7.02 0.08
zhejlang 0.132247 330333 1656.3 4312 12499 43436 46193 6141081 | 3157.1 031 771 9.1 0.057
heilongjiang 0.057846 121163 8744 216 54837 59399 63123 332940 1376.5 0.08 306 498 0.091
jilin 0038909 87202 3946 1465 35618 41362 43779 614841 11103 001 0 514 0.109
liaoning 0.047403 620200 12787 29135 41739 498435 50095 2630917 | 23308 0.1 193 6.61 0.07
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* The indicators of this paper are the researchltesf the author in the key projects of the Na&lbSocial Science Fund,
and the regional competitiveness score is the relseasults of the Liaoning Province DepartmenEdtication under the

auspices of the author.
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